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ABSTRACT The development of a navigation system is one of the major challenges in building a fully
autonomous platform. Full autonomy requires a dependable navigation capability not only in a perfect
situation with clear GPS signals but also in situations, where the GPS is unreliable. Therefore, self-
contained odometry systems have attracted much attention recently. This paper provides a general and
comprehensive overview of the state of the art in the field of self-contained, i.e., GPS denied odometry
systems, and identifies the out-coming challenges that demand further research in future. Self-contained
odometry methods are categorized into five main types, i.e., wheel, inertial, laser, radar, and visual, where
such categorization is based on the type of the sensor data being used for the odometry. Most of the research
in the field is focused on analyzing the sensor data exhaustively or partially to extract the vehicle pose.
Different combinations and fusions of sensor data in a tightly/loosely coupled manner and with filtering
or optimizing fusion method have been investigated. We analyze the advantages and weaknesses of each
approach in terms of different evaluation metrics, such as performance, response time, energy efficiency,
and accuracy, which can be a useful guideline for researchers and engineers in the field. In the end, some
future research challenges in the field are discussed.

INDEX TERMS Self-contained localization, wheel odometry, inertial odoemtry, laser odometry, visual-

inertial odometry, filter-based, optimization-based, loosely-coupled, tightly-coupled, GPS-denied.

I. INTRODUCTION

One of the most important challenges that have been raised
recently in the field of autonomous system applications is
self-localization, i.e., to self-allocate the position and orien-
tation of a vehicle/vessel over time. For autonomous naviga-
tion, obstacle avoidance and object tracking, a platform must
continuously preserve information of its position and pose.
The traditional localization technique that has been widely
employed in autonomous platforms is the Global Position-
ing System (GPS). It is a global satellite system that uses
radio signals to determine the position and speed of mobile
platforms with global coverage. It was developed by the US
military in 1973 in order to accurately estimate the position
of an intercontinental ballistic missile (ICBM) [1]. In the
early 1980s, the GPS became accessible for civilians at a
different new carrier frequency [2]. It can provide positioning
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information, with an accuracy of a few meters, at any time
and any point around the Earth [3] and can be used for self-
localization [4], [5]. However, the GPS suffers from some
problems that make it less reliable to be used for precise self-
localization, such as satellite coverage fluctuation, multipath
effects, latency, and inaccuracy.

Although advanced GPS systems can at best provide accu-
rate positioning within a few centimeters, it is still not reli-
able enough for a core navigation system of autonomous
platforms, especially for localization of aquatic and aerial
vehicles [6]. The strength of a satellite signal varies depend-
ing on the place and environment conditions. For example,
in forests the signal strength is weaker than urban areas.
Moreover, GPS is not suitable for indoor navigation, since
radio signals are affected by walls and other objects. All
these factors disturb the process of acquisition and tracking
of GPS signals at receivers, making self-localization less reli-
able [7], [8]. Multipath reception, where GPS signals arrive
at a receiver from more than one satellite [9], [10] or via
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FIGURE 1. General categorization of the localization strategies proposed in literature.

multiple reflective surfaces, is another well-known problem
of the GPS. Moreover, the atmospheric condition of the Earth
affects the amount of time it takes for a GPS signal to travel
from satellites to a device, causing varying delays in signal
reception [11]. On top of these problems, the GPS can only
provide information about the linear velocity of a vehicle;
precise localization of a vehicle requires information on both
linear and angular velocities. This is especially important
for aquatic and aerial vehicles that need such information
in three dimensions, in contrast with terrestrial vehicles with
two-dimensional navigation. Even though some studies have
suggested that autonomous navigation can benefit from using
the GPS to perform a set of smart navigation features, such
as holding a position and returning to home, a GPS-based
navigation system is not a sufficiently reliable or accurate
service to be used alone for high-precision self-localization.

Recently, many studies have emerged on self-contained
odometry methods and simultaneous localization and map-
ping (SLAM) as a popular example [12]-[14]. Such tech-
niques enable the position and orientation of a vehicle to
be calculated based on data obtained from onboard sensors.
Unlike the GPS, the proposed techniques do not rely on
external assistance of satellite radio signals that are often
inconsistent and too noisy for precise localization. Instead,
they rely on odometry which uses local sensory data to deter-
mine the position and orientation of the platform relative to a
given starting point.

Usually the SLAM techniques apply an odometry algo-
rithm to obtain the pose of the moving platform where later
fed into a global map optimization algorithm, i.e., loop clo-
sure, to reduce the drift [15] as much as possible based on
the history of the pose, i.e., map. In other words, SLAM,
uses the history of the pose as a global map and when the
robot returns to a previously visited area, SLAM techniques
reduce the accumulated error caused by odometry by using
such history. It should be noted that odometry techniques use
local optimization methods, e.g., windowed bundle adjust-
ment, to optimize a part of the map, i.e., local map, over the
last poses and this results in local map consistency. SLAM,
on the other hand, is concerned to maintain the global map
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consistency and odometry algorithm can be considered as the
first phase of the SLAM that is followed by next steps such
as loop closing and global optimization.

Several approaches have been proposed for odometry,
however there is a lack of a general survey sorting the accom-
plished research into appropriate categories and providing
a comprehensive overview of the techniques applied in this
field of study. In [16], the authors present a brief survey
on only camera-based odometry for resource-constrained
platforms (e.g. micro-aerial vehicles, or MAVs, with very
limited processing, memory, and battery resources), focusing
on the number and type of cameras mounted on the platforms.
In [15], [17], and [18], the authors separately describe some
aspects of the vision-based odometry such as the basics,
history, and comparison of different proposed techniques in
the state-of-the-art.

The aforementioned surveys do not cover all aspects of
odometry in a comprehensive, well-categorized, and all-in-
one manner which would provide researchers and devel-
opers with a valuable resource for comparing different
existing solutions. This paper aims at answering the need for
such a survey, focusing on a comprehensive categorization
of recently proposed self-localization approaches. Figure 1
shows an overall categorization of the self-localization meth-
ods discussed in this paper. These include GPS and five basic
odometry approaches for GPS-denied navigation, i.e., wheel,
inertial, radar, visual, and laser odometries. A combination
of different sensors, i.e., multisensor data fusion, is com-
monly used in object detection and odometry methods to
improve the accuracy and robustness of the system [19], [20].
For example, combining inertial and visual odometries leads
to a new type of approach called visual-inertial odometry.
Correspondingly, a combination of visual and laser, or radar
odometries results in visual-laser and visual-radar odometry.
Visual-inertial odometry approaches can also be studied from
two specific aspects, i.e., whether they are filter/optimization
based or tightly/loosely coupled. The former aspect is about
the main method for data preprocessing, while the latter
aspect addresses in which stage data fusion of camera and
inertial measurements can be applied. The different odometry
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approaches mentioned in Figure 1 are analyzed in the subse-
quent sections in more detail.

Il. WHEEL ODOMETRY

Wheel odometry (WO) is one of the simplest forms of self-
contained localization that has been used in many skid-
steering robots, such as two- and four-wheel robots. In these
vehicles, the right-side and left-side wheels can be oper-
ated independently at different speeds and directions. They
have had many applications; NASA’s Mars Exploration
Rovers (MER) are prominent examples of such robotic vehi-
cles [21]. The wheel odometry method is based on wheel
encoders that are mounted on a robot to track the number
of revolutions each wheel has made. The number of revo-
lutions is integrated into a dynamic model to determine the
robot’s current position relative to the starting point [22].
Wheel odometry approach suffers from several limitations.
For example, it can be applied only to ground vehicles, and
not to aerial or aquatic ones. Moreover, it suffers from a
position drift phenomenon wherein the error in the measure-
ments accumulates over time. Also, wheel odometry systems
perform poorly on complex uneven terrains and slippery
surfaces due to wheel slippage. Even though wheel odometry
is a simple and inexpensive localization technique, it is not
suitable for controlling platforms that require a precise and
long-term reliable localization system.

Ill. INERTIAL ODOMETRY

Inertial odometry (IO), or an inertial navigation sys-
tem (INS), is a localization method that uses the mea-
surements from the IMU sensor to determine the position,
orientation, altitude, and linear velocity of a vehicle/robot,
relative to a given starting point. An IMU sensor is
a micro-electro-mechanical system (MEMS) device that
mainly consists of a 3-axis accelerometer and a 3-axis
gyroscope. The accelerometer measures non-gravitational
acceleration whereas the gyroscope measures orientation
based on measurement of gravity and magnetism. The small
size and low power consumption of these MEMS-based
sensors have made them an ideal solution for resource-
constrained systems, such as drones and micro-robots. More-
over, navigation systems based on IMUs do not require an
external reference to accurately estimate the position of a
platform. However, these systems suffer from a drifting issue
due to errors originated from different sources e.g., con-
stant errors in gyroscope measurements and accelerome-
ters. These errors, later, lead to an increasing error in
the estimated velocity and position [23]. Therefore, inertial
odometry systems are inaccurate and unsuitable for appli-
cations that require localization for long periods of time.
To tackle this problem, different solutions have been pro-
posed. In [24], for instance, a probabilistic approach based
on double-integration rotated acceleration using the extended
Kalman filter framework (EKF) is presented. Even with such
improvements, inertial odometry is not capable enough to
be used as the primary navigation method for autonomous
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FIGURE 2. The general block diagram of inertial navigation system.

vehicles in GPS-denied environments. Figure 2 illustrates
the structure of the inertial navigation system in which the
measurements obtained from the IMU sensor are integrated
using the dead reckoning method to estimate the current pose.

In Figure 2, f” and wf?b denote the linear force and the
true angular velocity in the body frame of the IMU sensor,
measured by the accelerometer and gyroscope, respectively.
The estimated altitude, i.e., roll, pitch, and yaw, of the rigid
body, Cp, is computed by the Altitude Computation unit.
In the Resolution unit the linear force is multiplied by cosine
matrix Cy) to obtain the reference vector " in the inertial axes.
The navigation processing unit uses the reference vector,

f" in Figure, to compute the position and the velocity of the

platform, denoted by X" and V", respectively.

IV. LASER ODOMETRY

Laser odometry (LO), or LIDAR odometry, is an approach for
estimating the position and orientation of a platform by track-
ing laser speckle patterns reflected from surrounding objects.
LiDARs are insensitive to ambient lighting and low-texture
environments [25]. LiIDAR sensors have become smaller and
lightweight compared with older versions, thus they can be
attached even to a micro aerial vehicle (MAV) [26]. In gen-
eral, the LiDAR-based sensing process consists of two main
parts: laser emission and optical observation. In the laser
emission part, coherent and spatial light is emitted from the
laser device to the surrounding environment. In the optical
observation part, the radiated laser light on an object reflects
laser speckles on the 2D observation plane that is the plane
for monitoring the laser reflections based on optical detec-
tors. A 3D image is reconstructed by contrasting different
consecutive 2D images.

When the LiDAR scanning rate is higher than the extrinsic
motion, the standard iterative closest point (ICP) method [27]
is often used to compute a moving object’s velocity to
address the motion distortion introduced by a single-axis
3D LiDAR [28]. ICP is a general and standard 3D recon-
struction algorithm in which the correspondences between
the cloud points of two scans are computed iteratively, cal-
culating the transformation function which minimizes the
distance between corresponding points. Algorithm 1 shows
a formal specification of the ICP method. The inputs of the
algorithm are two observed point clouds in two consecutive
LiDAR sweeps. Based on the inputs, the initial transfor-
mation function is calculated using the common singular-
value decomposition (SVD) method [29], and then it gets
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Algorithm 1 Standard ICP Algorithm
Inputs: Two point clouds A = {ax}, B = {bx}
Outputs: Transformation function 7 = {R, ¢}
Constant: Threshold value d,,,x

1: T <« Tinil

2: while Error < d,;q, do

3: M <« FindClosestPoint(A, T .B)

4. Error = Ilv Zivzl lmg — T.by ||

5: T <« argmin zlv Zgzl lmx — T.by||*
6: end while

optimized by only considering rational values. A threshold
dmay 18 used to avoid violating the assumption of full over-
lap. However, this threshold introduces a trade-off between
convergence and accuracy, as a low threshold value results
in a bad convergence. On the other hand, a large threshold
value causes incorrect correspondences, which leads to low
accuracy results [30].

Another way to reconstruct a 3D surface is by applying the
point-to-plane variant of ICP [31] which leverages the advan-
tage of surface normal information by minimizing the sum of
the squared distance between a point and its tangent plane for
each correspondence to improve performance, i.e., robustness
and accuracy. Moreover, Segal et al. [30] propose a general-
ized ICP (GICP) framework by combining the standard ICP
and point-to-plane ICP algorithms into a single framework
to increase accuracy. In the GICP framework, all measured
points are assumed to be drawn from the Gaussian center at
the true point, and a maximum likelihood estimation (MLE)
is used to iteratively estimate transformation for aligning the
scans.

On the other hand, because LiDAR scanning can
be relatively slow, other sensors, such as cameras and
IMUs [32]-[34], are often used to carry out the velocity
measurements. Another approach is to use 2-axis LiDAR
scanning without any aid from other sensors by utilizing
laser intensity returns to create visual images and match
features among images to recover motion. In [26], the authors
propose an effective point cloud registration method based
on detecting and extracting edges and planar points. This
method requires a lower cloud density compared with a
method proposed by Anderson and Barfoot [35], where fea-
tures are extracted from intensity images. For 3D LiDARs
(e.g. Velodyne), conventional approaches, such as ICP, and
feature-based approaches fail to precisely register the point
clouds because of vertical sparsity and ring structure issues.
To address these problems, the authors in [36] propose a
method to efficiently align and register point clouds of a 3D
LiDAR using collar line segments (CLS). In this method,
point clouds are transformed into line clouds using ran-
dom generation. Moreover, line clouds are accurately regis-
tered using an algorithm based on the LiDAR odometry and
mapping (LOAM) method [26].
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The main drawback of LiDAR odometry is that it is
difficult to implement on a resource-constrained platform,
because it applies iterative optical matching among points of
two sets, which requires fairly demanding computations [17].
Moreover, getting an accurate scan and correcting the motion
distortion from a object, e.g., glass, is very challenging,
leading to poor performance [37].

V. RADAR ODOMETRY

Radar odometry (RO) is a technique to estimate the relative
motion of a platform by analyzing scans obtained by the
onboard radar sensor. Radar, short for radio detection and
ranging, is a sensor that uses radio waves to determine the
velocity, range and angle of surrounding objects. It is avail-
able in two forms: pulse and continuous-wave (CW) radar.
A pulse radar system emits short and powerful pulses and
receives the echo signals in the silent periods. CW radar,
i.e., frequency modulated-continuous wave (FMCW) radar,
transmits a steady stream of linearly modulated CW signals.
The key difference between the two is that a CW radar
sensor, with its continuous signals, is capable of generating
high resolution images from the reflected signals, while pulse
radar typically suffers from a blind spot on front of the sensor
(up 50 meters). CW radar has attracted a lot of attention
in the fields of localization and object avoidance due to its
beneficial characteristics, such as a low sampling rate, low
power consumption, and, more importantly, its minimum
target range. To maintain a physically small-size antenna,
a combination of FMCW and synthetic aperture radar (SAR)
is used to generate the two-dimensional image with high
resolution [38], [39].

Radar is a long-range active sensor that is immune against
poor weather conditions and can operate in low-texture envi-
ronments. For these reasons, various approaches have been
proposed in the literature to estimate the ego-motion of
ground and aerial vehicles based solely on radar measure-
ments. Generally, most of the RO approaches can be split into
two main steps, namely feature extraction and tracking.

The first step is to extract important features from the radar
scans. In [40], the amplitude gridmap accumulated from the
radar scan is transformed into a grayscale image and then
interesting points are detected using feature extraction tech-
niques, e.g, SIFT. In [38], the authors use a range-compressed
image to estimate the motion of an unmanned aerial aircraft.
The Hough transform [41] is used to detect strong scatters by
searching for hyperbolas in the image. The main drawback
of this method is that it demands a lot of computational
power. In [39], they extended their work by using a method
called thresholding to identify scatters from noise. In [42],
the authors propose a method to detect strong and stable scat-
ters in two steps: range-bearing estimation and constant false
alarm rate (CFAR) detection. They extract the bearing angle
from range-compressed signals generated by two channels by
subtracting their phase components. To remove clutters from
the received signals and reduce the computational burden,
the ordered statistic CFAR is used. Another way is to extract
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interesting areas in radar gridmaps using methods such as
DBSCAN [43] and MSER [44]. In [45], the authors use
a 1D signal (i.e. the power-range spectra) to extract a set
of landmarks in radar scans. They first estimate the noise
statistics and then scale the power value at each range to
extract strong scatters.

The second step in RO is the process of tracking scattered
points in radar data that is related to the same observed
object in different times. In [39], a recursive-RANSAC algo-
rithm is used to track point scatters from range-compressed
images of radar. In [46], the authors propose an algorithm
based on a feature descriptor in which extracted features are
tracked using the binary annular statistic descriptor (BASD)
and Hamming distance. In [47], a scan matching method is
deployed to track features. The extracted features are aligned
in order to minimize some cost function using matching
algorithms such as ICP. In [45], the authors propose an algo-
rithm to perform data association using a feature descriptor
(i.e. unray) and relationships between features. Unlike ICP,
this approach does not rely heavily on a good initial estimate.

RO measurements are affected by outliers and non-flat
terrain. In [39], [48], an outlier rejection scheme is used to
remove outliers and improve the RO solution. To overcome
the non-flat terrain problem, radar measurements can be also
fused with other sensors, such as the IMU [42] and RGB
camera [49] to help overcome radar limitations.

VI. VISUAL ODOMETRY

Visual odometry (VO) estimates the position and orientation
of a platform by analyzing the variations induced by the
motion of a camera on a sequence of images. An example
of early research in this field is NASA’s Mars exploration
program, where visual odometry has been used for estimating
the position of rovers in rough terrains [50], [51]. Taking
a broader view, VO can be seen as part of structure from
motion (SfM) which is a general technique for reconstructing
a 3D scene and camera pose using a set of images [15]. StM
can be performed in various ways based on, e.g., the number
of cameras that have been employed, the camera calibration
status, and the order of images. A 3D scene is reconstructed
by computing the OF from key information extracted from
two consecutive image frames. The key information (e.g. cor-
ners) is extracted using an image feature detector, such as
Moravec [52] and Harris [53] corner detectors. The recon-
structed scene can be refined using bundle adjustment [54] or
another offline optimization method.

There are three different standard techniques to calculate
the transformation matrix between two sequential images
from two sets of correspondences based on the specification
of the point correspondence in two or three dimensions [55].

3D-3D correspondences: In this case, the camera motion
(transformation) can be computed from two sets of corre-
spondences specified in three dimensions. First, by capturing
two stereo image pairs, extract and match feature points
between them. Second, triangulate the 3D matched points
for each stereo pair. The transformation is computed with an
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absolute scale by minimizing the L2 distance between the two
3D point sets [15].

2D-2D correspondences: In this method the transforma-
tion matrix is calculated using the essential matrix [15]. The
essential matrix defines the geometric relationship between
two sequential images and it is computed from the 2D feature
correspondences using the epipolar constraint. A simple and
common approach to compute the essential matrix is by using
the Nister five-point algorithm [56]. In this method, a set of
five corresponding points are used to determine the relative
scale between consecutive frames. Another way to calculate
the essential matrix is by using the eight-point algorithm
presented by Fischler and Firschein [57]. The major issue in
this approach is that it computes the transformation matrix up
to an unknown scale factor.

3D-2D correspondences: The main concept of this method
is to compute the transformation matrix by minimizing the
2D reprojection error from 2D and 3D correspondences,
as shown in Eq. 4:

. . 2
Tk =argmin2‘p}( — ;_1H (1)

where Tt’f1 is the transformation matrix from ¢ — 1 to ¢,
the image measurements are denoted as p’, and Pi_l is the
reprojection of the 3D features X ti_l into image I’. This prob-
lem is also known as the perspective-n-points (PnP), which
estimates the pose of a camera using a set of N number of 3D
points. The minimal solution to recover the camera pose
requires three 3D-2D correspondences, which is known as the
perspective-3-point (P3P) [58]. Motion estimation based on
3D-2D provides better accuracy than 3D-3D due to minimiz-
ing the reprojection error of an image instead of the 3D-3D
feature position error [56].

VO techniques, as shown in Figure 4, can be catego-
rized based on the key information, position of the cam-
era, and type/number of the camera. The key information,
upon which odometry is performed, can be direct raw mea-
surements, i.e., pixels [59]-[66], or indirect image features
such as corners and edges [67], [67]-[74], or combination
of them, i.e., hybrid information [6], [75], [76]. The camera
type/number can be monocular [77]-[79], stereo [80]-[82],
RGB-D [83], omnidirectional [6], [64], [84], fisheye
[85], [86], or event-based [87]-[90]. The camera pose, in turn,
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can be either forward-facing, downward-facing, or hybrid.
In the rest of this section, the mentioned VO techniques are
elaborated in more detail.

A. KEY INFORMATION

1) DIRECT APPROACHES

In direct approaches, raw visual measurements in terms
of pixels are used to estimate the position of a vehicle.
The change in the appearance of the captured images,
i.e., the intensity of image pixels, is analyzed to estimate the
pose [91]. The input of the algorithm consists of consecutive
images from the camera(s). Based on the captured images,
an optical flow (OF) algorithm is used to determine the
changes among frames. It uses pixel intensity to compute
the 2D displacement vector which shows the movement of
points between two consecutive frames. In visual odometry,
OF algorithms are classified into dense and sparse schemes.
In dense OF, all pixels are optimized using various techniques
based on a global smoothness assumption [92]. An example
of a dense OF algorithm is the Horn-Shunck [93] method
which calculates the displacement of each pixel in a frame
by solving the brightness constancy that is formulated as
follows:

BC = / [(Leu + Ly 4 1)? + & Vul* + || Vv]*)]dxdy
2)

where (u,v) are the smoothness constraints and [ is
the image. On the other hand, sparse algorithms, e.g.,
Lucas-Kanade [94], exploit the assumption that the flow in
an image is locally smooth. Thus, sparse OFs only process
some pixels from the whole image by solving the brightness
constancy equation based on a template matching technique.
For instance, a window of 3 x 3 pixels around the point gives

Consecutive Feature De- Feature matching
image tection (e.g., 3\ (il i ri
Sequence edge, corner) ‘

,,,,,,,,,,,

FIGURE 5. The general pipeline of feature-based visual odometry.
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9 equations per pixel with two unknowns, formulated as:

L)  L(pl) I;(p1)
L(p2) Lp2) |, L (p2)

: : [v] == : G)
L(p9)  L(p9) 1:(p9)

where {pl...p9} represent the nine pixels in the 3 x 3
window.

However, this solution is sub-optimal, because the number
of equations is larger than the number of unknowns. Usually,
aleast square criterion is applied to simplify these 9 equations
into only two equations as follow:

b [ o B

2) FEATURE-BASED APPROACHES

Feature-based or indirect approaches extract points of inter-
est in each captured image using feature detectors, such
as corner or edge detectors. Corners are one of the most
unique keypoints as they show a two dimensional inten-
sity change, and therefore these keypoints are well distin-
guished from the neighboring points [95]. Consequently,
several proposed methods are based on corners, for instance,
Harris detector [53], SIFT [96], SURF [97], FAST [98], and
ORB [99]). Edges in images are areas with strong intensity
contrasts. The majority of edge detectors are based on gradi-
ent or Laplacian [100]. The Laplacian edge detector, e.g. the
Marr—Hildreth algorithm, [101] uses one kernel to search
for the zero crossings in the second derivative of the image.
Unlike the Laplacian detector, the gradient edge detector,
such as the Canny edge detector [102] uses two kernels to
detects the edges by looking for the maximum and minimum
in the first derivative of the image.

Figure 5 illustrates the general block diagram of this
approach. The consecutive images are pre-processed using
different feature detection and matching techniques to gen-
erate an intermediate representation, i.e., point correspon-
dences. Subsequently, an optimization process is performed
by minimizing geometric error to calculate the transforma-
tion matrix. One of the major advantages of the feature-
based method is that it is robust against geometric distortions
and brightness inconsistencies [103]. However, it discards
valuable information from the captured image by extracting
only strong interest points. Moreover, feature extraction and
matching processes require lots of computational resources
and consequently consumes much energy that is proportional
to the number of extracted features. Therefore, only a few

minimize the
projection error

3D reconstruction
(epipolar geometry)

Pose
estimation
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features can be maintained in the system to make the approach
more feasible for resource-constrained applications, such as
drones [104].

3) HYBRID APPROACHES

Feature-based approaches are not robust in low-texture envi-
ronments, because only a few features can be detected
and tracked. On the other hand, direct methods exploit
all key information in the images including weak inten-
sity variations, which leads to more robust and efficient
results in such environments. However, direct approaches
are computationally more demanding. A combination
of the direct and feature-based methods, i.e., a hybrid
approach, is used to tackle these issues. For example,
Scaramuzza and Siegwart [6] propose a hybrid VO method
to estimate the pose of a ground vehicle. The displace-
ment is estimated using a feature-based method, whereas
the orientation is efficiently determined based on a direct
method. Similarly, Feng et al. present a localization system
based on direct and indirect methods [75]. Their algorithm
consists of two modules: the feature-based module is used to
estimate the pose if there are enough features in the frame;
on the other hand, the direct module is used in low-texture
environments. In [105], a semi-direct visual odometry (SVO)
method has been presented to eliminate the need for costly
feature extraction at every frame. This approach uses subpixel
feature correspondence to increase accuracy, and performs
feature extraction only on selected keyframes. In contrast,
Niccola et al. [76] propose a hybrid method that combines
a feature-based method with semi-dense direct image align-
ment. In this approach, a direct method is only performed
on keyframes, while a feature-based method is performed on
frames in between, and the output is used as a prior for direct
methods tracking.

B. CAMERA TYPE/NUMBER

Visual odometry can be classified based on the type and
number of cameras used in the algorithm. There are six dif-
ferent types of cameras that are mostly used in visual odome-
try approaches: stereo, monocular, RGB-D, omnidirectional,
fisheye, and event-based cameras.

1) STEREO

In a stereo camera setup, platforms are equipped with mul-
tiple cameras to easily reconstruct the 3D information from
stereo image pairs. The pose can be accurately obtained by
extracting and tracking key information between two pairs of
stereo images and then applying a motion estimation algo-
rithm, e.g., a maximum likelihood motion algorithm [106].
Figure 3 presents the main elements of stereo odometry.
In the figure, a point P, that is viewed from two fully cali-
brated and aligned cameras with their respective centers of
projection points O, and Og, can be reconstructed with an
absolute scale using a triangulation technique and two sets
of point correspondences. The main idea here is to search
corresponding features in two aligned images along the same
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1D epipolar line. Such a technique, also called epipolar geom-
etry, reduces the search time by narrowing down the feature
search/matching domain from 2D images to 1D epipolar
lines. One of the main disadvantages of using stereo cameras
for localization is that they require precise extrinsic calibra-
tion to provide accurate results. Due to varying conditions,
e.g. shocks, vibration, etc., such extrinsic calibration degrades
over time and periodic re-calibration is necessary for effective
pose estimation. Moreover, stereo cameras typically have a
fixed baseline distance, i.e., the distance between the two
cameras, which affects the accuracy of the depth estimation
in different scenarios. In outdoor environments, to efficiently
estimate the depth of far objects, a large baseline distance is
needed. However, due to the size limitation of the platforms
such as cars and UAVs, it is hard to have two cameras with a
large baseline distance. On the other hand, to obtain the depth
of very close objects, the baseline needs to be ultra-short.

2) MONOCULAR

Monocular setups estimate the position and orientation by
analyzing consecutive images from a single camera [78].
Unlike in a stereo camera setup, monocular visual odomtery
does not suffer from the baseline issue, and that is why
monocular VO has attracted much attention in recent years.
However, it requires at least three different frames to recon-
struct the 3D information [107]. Moreover, one of the main
disadvantages of monocular-based approaches is that the
translation vector is computed up to a relative scale, since
the transformation (orientation and translation) between the
first two frames is not fully known. Therefore, the dis-
tance between first two camera poses is set to a predefined
value [15]. One way of solving this problem is by obtaining
additional information about the initial transformation using
other sensors, such as IMU and LiDAR [77]. Another way
is by relying only on the visual information captured by the
camera. For example, in [108] the authors have proposed an
algorithm to tackle the scale problem in translation by using
vision data, the mounting point of the camera, and the pla-
narity of the road surface. This method is able to continuously
resolve the ambiguity in the scale and reduce the scale drift.
Furthermore, in [109], a scale recovery algorithm has been
proposed using only the vision data from a monocular camera
using a deep convolutional neural network (CNN) algorithm.
The advantage of this method is that it can recover the scale
and eliminate the scale drift from the structure of the whole
environment rather from a fixed reference plane as in [108].
However, it is infeasible for real applications due to heavy
computational needs of CNN.

Algorithm 2 presents an overview of the method proposed
by Scaramuzza and Fraundorfer [15] to estimate motion of a
monocular camera based on 2D-2D correspondences. Gener-
ally, the algorithm finds a transformation matrix 7; = {Ry, #;}
that minimizes the reprojection error of the matched points in
two consecutive frames. Features are extracted from current
and previous images and then matched to generate a set of
correspondence points. The generated correspondences are
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Algorithm 2 Monocular Motion Estimation Based on 2D-2D
Inputs: Image sequence (I;—1, I, .. .)
Outputs: Transformation matrix 7

: (kpl, kp2) < keyPoint(I;_1, I;)
. M; < match(kpl, kp2)

. E < SVD(M;)

R, t; < decompose(E)

c Ty < T T

: Repeat from 1

used to compute an essential matrix E utilizing the SVD
technique. A minimum of 5 correspondence points are needed
to compute the essential matrix. E is decomposed into a
rotational matrix R; and a translation vector f;,. After this,
the relative scale is determined for updating the translation
vector, and the transformation matrix is computed [108].

3) RGB-D

RGB-D cameras are an optimal solution to provide infor-
mation about the real depth, compared with the stereo and
monocular setups discussed above. A stereo camera scheme
performs a costly epipolar line search to obtain the depth
information, and if stereo cameras are not aligned, an addi-
tional warping process is needed to align the epipolar lines
of both cameras horizontally. On the other hand, a monocular
setup cannot get the depth information about the surround-
ings in a real scale [109]. Most RGB-D visual odometry
approaches utilize feature-based methods which provide
more robustness [83], [110]. Also direct-based RGB-D
VO approaches have been presented to accurately obtain
the pose in low texture environments and to avoid the con-
sumption of computing resources in the feature detection
and matching processes [111]. Moreover, in [112], a hybrid
scheme using an RGB-D camera has been proposed to lever-
age the robustness of feature-based methods and consistency
of direct methods in low texture environments.

4) OMNIDIRECTIONAL

An omnidirectional camera, also known as 360-camera, is a
camera with a 360° field of view (FoV) in azimuth and
90° to 140° in elevation [113]. It can include a fisheye lens
or a catadioptric optical system [114]. In addition, it can
achieve more accurate pose estimation compared with tra-
ditional cameras with a small FoV, because it can capture
more information from the environment [115]. Moreover,
it overcomes the inherent problem of the rotation-translation
ambiguity of small FoV cameras [116]. In [6], the authors
present a VO system based on a single omnidirectional
camera to obtain the position and orientation of vehicles.
The system consists of two modules: homography-based and
direct-based module. The first module uses a feature-based
method to detect and track features from the ground plane.
The second module uses a direct method to estimate the
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rotation of the vehicle. In [79], [117], a monocular SLAM
algorithm based on an omnidirectional camera is proposed,
which leads to a localization system that is more robust to
rotation-only movements.

5) FISHEYE

Cameras with a fisheye lens produce a wide panoramic image
with almost 180° from side-to-side. Fisheye cameras help to
observe more features in the environments compared with
pinhole cameras. However, it can produce some distortions.
Therefore, a special distortion model is required to correct the
radial distortion [85]. In addition, pixel correspondences in
fisheye-stereo cameras lie on epipolar curves. Therefore, tra-
ditional disparity search algorithms, e.g., semi-global match-
ing (SGM) [118] cannot be used for fisheye stereo matching.
Moreover, disparity matching algorithms for fisheye cameras
requires more computational power, because epipolar curves
are more expensive to compute. In [86], the authors propose a
visual odometry algorithm based on a stereo fisheye camera.
A semi-dense direct method is used for image alignment. The
epipolar curve distortion induced by the fisheye cameras is
tackled by using the plane-sweeping stereo algorithm. A total
number of 128 plane hypotheses is used to estimate the depth
for every pixel in the image. The plane hypothesis which
gives the highest similarity score is used to obtain the depth
map. The similarity score is based on zero-mean normalized
cross-correlation (ZMCC). The main drawback of the plane-
sweeping stereo algorithm in the direct framework is that it
demands a lot of computational power. In [85], the authors
presented a visual odometry algorithm based on a semi-direct
method. The plane-sweeping algorithm is applied to a set of
extracted features instead of all pixels in the image. Thus,
the computational complexity is reduced significantly.

6) EVENT-BASED

Event cameras are bio-inspired vision sensors, e.g, dynamic
vision sensors (DVS), that capture changes in intensity asyn-
chronously across all pixels on the camera, also known as
events [87]. They have outstanding characteristics, such as
low latency, high temporal resolution, and high dynamic
range (140 dB compared to 60 dB of conventional cameras).
In addition, event cameras do not suffer from motion blur
because all pixels capture light independently. Therefore,
they offer a significant improvement for vision-based local-
ization algorithms, such as VO [88]. In [87], the authors
propose an algorithm to compute the optical flow from the
event stream using the feature-based method. The algorithm
used to extract the features is based on building a polarization
map for all pixel in the image. Based on this map, the motion
can be easily detected by counting the number of incoming
events with expected polarity for each pixel. Kueng et al. [88]
present a method to estimate the 6-DOF motion using a
dynamic and active-pixel vision sensor (DAVIS). Firstly, fea-
tures are detecting in the grayscale frames and then tracked
using the event stream.
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C. CAMERA POSE

Based on the position and orientation of the camera,
the existing VO localization systems can be divided into
three categories: forward-facing [119]-[121], downward-
facing [70], [122], and hybrid [74], [123]. A forward-facing
setup provides more information, but it is a suboptimal solu-
tion for detecting small movements. Moreover, it can be
obscured by shadows and surround changes, such as wind
and sunlight [124]. On the other hand, localization systems
based on downward-facing cameras have been successfully
used for positioning in pre-explored environments. How-
ever, these systems are inaccurate when vehicles are mov-
ing fast, because it is challenging to find good matching
points between two consecutive images [122]. Therefore,
a hybrid approach, i.e., a combination of the forward-facing
and downward-facing camera setups is used to tackle the
limitations of each scheme. For instance, Piyathilaka and
Munasinghe [123] propose an outdoor localization system
based on VO using such a hybrid camera setup for a skid
steered robot. The vision data from the downward-facing
camera is used to localize the robot at low speeds. At high
speeds, on the other hand, the captured images from the
downward-facing camera are not used in the VO pipeline,
because it is difficult to track features based on them, and
hence the data provided by the forward-facing camera is used
to localize the vehicle.

Although visual odometry approaches are very successful
in localizing platforms in indoor environments, there are still
many challenges that need to be tackled to use VO as a
precise localization method in outdoor environments. The
major challenges of VO-based localization are related to
computational complexity, scale ambiguity and image con-
ditions, such as lighting, low-textured regions, and image
blurriness [67]. Moreover, it suffers from drifting issues, since
it is based on incremental computation of the camera path,
leading to gradual accumulation of errors introduced by each
new frame over time. To address these challenges, several
methods for sensor fusion have been proposed, such visual-
laser and visual-inertial odometries.

VII. VISUAL-LASER ODOMETRY

Visual-LiDAR odometry [32]-[34] fuses visual and LiDAR
odometry to overcome the limitations of LiDAR, such
as motion distortion and non-prominent environments
(e.g., highways), and visual odometry such as drifting
and low-texture environments. In [34], a combination of
VISO2 [125] and LOAM in a loosely coupled fashion has
been presented. The VISO2 module calculates the transfor-
mation between two consecutive LiDAR sweeps to correct
the distortion of the laser point cloud. Moreover, the position
and orientation of the LiDAR are initialized by combining
the results of VISO2 and the last pose calculated by the
LOAM module [26]. Thereafter, the optimal state is obtained
by extracting shape features from the corrected point cloud
and matching them with the point cloud in the map. Unlike the
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previous approach that uses ICP for 3D data registration
which is computationally expensive. Zhuang et al. [33]
present a bearing angle (BA) model to convert the 3D LiDAR
data to a two-dimensional BA image, which is an optimal
way for feature extraction and matching. The BA model was
originally proposed by Scaramuzza et al. [126], who defines
the bearing angle as the angle between two cloud points and
the laser beams.

VIIl. VISUAL-RADAR ODOMETRY

Vision-based localization systems have some challenges,
such as the lack of features in the scene, inconsistent fea-
ture matching between consecutive frames, and illumination.
Moreover, VO methods are not suitable for outdoor applica-
tions, since vision sensors are affected by the environmental
conditions, such as rain, fog, and snow. One way to overcome
these limitations is to combine vision data with measurements
from radar, as the radar is immune against these issues.
In [49], the authors propose a localization system for UAVs
by fusing measurements from five main sensors (i.e., radar,
camera, IMU, barometer, and magnetometer) to accurately
estimate the forward velocity. All the sensors are fused in a
loosely coupled fashion via an extended Kalman filter.

IX. RADAR-INERTIAL ODOMETRY

To achieve accurate motion estimation results, some
approaches fuse radar data with IMU measurements in a
loosely or tightly coupled manner. In [38], [39], the authors
fuse the radar and IMU data in an extended Kalman fil-
ter (EKF) to estimate the state of an aircraft. Here IMU
measurements are used for statistical prediction, and the
range and above-ground level (AGL) estimates are used in the
measurement model. In [127], the authors propose a method
to combine data from a single radar and measurements from
the gyroscope to obtain the forward, sideslip, and angular
speeds of a ground platform to overcome challenges in
odometry on slippery surfaces.

X. VISUAL-INERTIAL ODOMETRY

Localization methods based on vision are affected signifi-
cantly by many environmental conditions such as lighting,
shadows, blur images, and frame drops. On the other hand,
IMU-based methods, although not affected by surroundings,
usually deteriorate with time. The limitations from both sides
can be overcome by integrating the two methods, resulting
in visual-inertial odometry (VIO), which can provide greater
accuracy and robustness. As shown in Table 1, VIO can
be categorized into two ways, based on how the visual and
inertial data are fused: filter-based and optimization-based.
Moreover, based on when the measurements are fused it
can be categorized into loosely-coupled and tightly-coupled.
In addition, there are various camera setups, e.g., monocular,
stereo, RGB-D, and omnidirectional cameras; and different
methods to extract key information from captured images,
such as feature-based, direct, and hybrid approaches.
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TABLE 1. Visual-inertial odometry approaches in the state-of-the-art.

Articles Camera . Key Infprmation . Filter- Optimization- Fusion‘
Mono Stereo RGBD  Omni | Feature Direct Hybrid based based Loosely  Tightly
[128], [129] v v v v
[77], [130]-[135] v v v v
[136]-[138] v v v v
[139], [140] v v v
[55], [141]-[143] v v v v
[144] v v v v
[145] v v v
[146], [147] v v v
[148] v v v v
[119], [149] v v v v
[83], [150] v v v v
[151] v v v

i )
1 1 Image Extract & VO position, 1 !
Sequence Tracking estimator orientation i

FIGURE 6. A general block diagram of the loosely-coupled framework.

A. LOOSELY-COUPLED APPROACH

In loosely-coupled techniques, position and orientation are
determined by blending pose estimation from two standalone
subsystems, i.e., a visual odometry module and an IMU
module. Estimated data are fused in a delayed stage to refine
the position and orientation of a vehicle. Each positioning
subsystem is treated as a stand alone pose estimator [152].
One of the main advantages of loosely-coupled framework
that it limits the computational complexity by using fixed
dimension for the state space. Generally, a common methods
to fuse sensor data is the conventional Kalman filter (KF).
There are also various methods to fuse sensor data using non-
linear optimization techniques that provides better accuracy
and robustness [18]. However, these techniques demand more
computational power compared with KF, which makes them
very challenging to be implemented on resource-constrained
systems, such as drones [55]. Loosely-coupled approaches
can be categorized into two main branches: 1) wherein pose
data, estimated by the VO subsystem, are used as the update
step of KF for IMU measurements [55], [141]-[143], and
2) where data obtained by the IMU sensor are integrated
as independent measurements into a vision optimizer [152].
Figure 6 shows the general block diagram of the loosely-
coupled approach. The VO subsystem consists of two main
units: the extraction and tracking unit and the VO estimator
unit. Features are extracted and tracked from two consecutive
images to produce two sets of correspondences. Then an
ego-motion algorithm is applied to obtain the position and
orientation. Simultaneously, the IMU subsystem estimates
the position and orientation by integrating the measurements
from the IMU sensor. The fusion is applied at the last stage
of the pipeline to refine the position and orientation estimated
by the two subsystems.
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In [55], a loosely-coupled stereo VIO, that is implemented
based on the error-state kalamn filter (ESKF), has been pro-
posed. A traditional indirect error state estimation method is
used to fuse a high rate IMU and relatively low rate visual
odometry output, instead of using a direct fusion method
which will cause a loss in high dynamic information obtained
by IMU sensor. In this approach, the true states are composed
of nominal- and error-states. The nominal-state does not take
into account the noise. Thus, the accumulated errors will be
collected in the error-state and estimated with the ESKF. The
error-states are always small and therefore the computation of
Jacobian matrix is very easy and fast. Moreover, a keyframe
concept is used in the VO model to reduce the drift effect. The
main advantage of using the keyframe concept is to reduce the
system’s vulnerability to losing the track scenarios in terms
of system stability and performance. The first keyframe is
selected during the system initialization phase based on the
quality of tracked features. In addition, the feature detection
and description are based on ORB rather than using a more
robust but slow descriptor such as SIFT and FAST. Basically,
ORB is a combination of the FAST feature detector and the
BRIEF descriptor [99].

Similarly, in [141], the authors propose a loosely-coupled
fusion method based on the indirect feedback KF. The
VO subsystem calculates the delta position between two
consecutive frames. Moreover, two models are proposed to
measure the accumulated delta position in the instant camera
coordinate system and in the initial/final time of the accumu-
lation interval. A spurious matches(outliers) can deteriorate
the performance of Kalman filter significantly. Hence, a com-
mon sigma-check technique is used at the early steps of VO to
remove the outliers.

In [142], the authors propose a loosely-coupled filtering
framework to integrate noisy measurements from stereo cam-
eras and an IMU sensor to provide more accurate and efficient
pose estimation for drones in real-time for indoor-outdoor
environment. As the relative measurements depend on both
current and past states, an augmented state vector is created
by augmenting the current state with copies of previous
states. In this approach, the filtering framework is based
on an Unscented Kalman filter (UKF) instead of popular
Extended kalman filer (EKF)-based framework. UKF is used
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to avoid computing the Jacobian matrices, which is proven
to be computationally too complex and time consuming for
systems like drones. As in most state-of-the-art VO approach,
a keyframe-based algorithm is used to avoid temporal
drifting. Moreover, the Kanade-Lucas-Tomasi (KLT) [153]
feature tracker is used to track features extracted using
lightweight corner detector running at a high-rate, e.g., 25 Hz.

In [152], the authors present a loosely coupled approach,
in which the motion is estimated based on stereo VO and the
absolute gravity is corrected by using an IMU as an incli-
nometer to obtain the absolute roll and pitch. The framework
is based on an EKF and the state of the vehicle is represented
by a 7-element vector. A multiscale feature detector, called
CenSurE [154], is used to provide more stability in indoor and
outdoor environments. Finally, a nonlinear batch optimiza-
tion based on an incremental sparse bundle adjustment (SBA)
is used to reduce the error in the VO subsystem.

I
l | Relative VO sub-
li| rotation

system

Gyro bias

FIGURE 7. System setup for semi-tight coupling of inertial-optical flow
based speed recovery presented in [155].

B. SEMI-TIGHTLY COUPLED APPROACH
Semi-tightly coupled approaches fuse the estimated pose pro-
vided by the VO subsystem with raw measurements of the
IMU sensor to achieve a balanced accuracy and computa-
tional complexity. In [155], a semi-tightly coupled navigation
system based on a monocular camera has been designed
for MAVs. The framework is based on an extended Kalman
filter, and consists of two complementary visual modules:
a 6-DoF pose estimator and a 3D speed estimator. The 3D
speed estimator is used in the initialization phase of the pose
estimator. In this method, the state of the filter is composed of
24-element. The setup for the presented semi-tightly coupled
framework is shown in Figure 7. The scaled camera velocity,
which is used in the EKF update setp, is computed using
a first-order quaternion integration to recover the relative
rotation between two camera frames. The vision part is based
on an eight-point algorithm [156] to reduce dimensionality,
in which only eight features with their corresponding OF
vectors are used. An off-line calibration of the inter-sensor
parameters has a complexity of at least O(N?), where N is
the number of features in an image. Thus, online calibration
is proposed using an inertial-optical flow approach to address
this issue.

In [157], a semi-tightly coupled approach utilizing an
optimization-based framework has been presented. The pre-
integrated IMU measurements are fused with the pose
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measurements from the VO module based on edge alignment.
IMU pre-integration is used to avoid the need for determining
the global rotation between the world frame and body frame.
This is important because the initial altitude is required to be
known to determine the global rotation, which is challenging
in many applications [158]. In addition, to improve conver-
gence during aggressive motion the incremental rotation is
initialized using the gyroscope reading.

C. TIGHTLY-COUPLED APPROACH

Tightly-coupled approaches fuse key information extracted
from captured images with raw measurements of the IMU
sensor at early stages to achieve better accuracy. Key infor-
mation can be obtained by extracting and tracking feature
points from images using image detector techniques, i.e., cor-
ner detectors, or by using pixel intensity of images with
OF algorithms. Tightly coupled approaches perform direct
and systematic fusion of visual and IMU measurements
and usually lead to better results compared with loosely-
coupled approaches. This is because the tightly-coupled
framework combines the key information for image align-
ment and the IMU error term into one cost function [159].
Figure 8 shows the general framework for a tightly-coupled
VIO solution. Features extracted from the captured images
are fused at early stage with the raw measurements from
the IMU sensor to obtain more accurate pose estimation.
Tightly-coupled approaches can be classified into two general
categories, i.e., 1) filter-based [77], [107], [130], [134], [149],
[160]-[163] and 2) optimization-based [136], [137], [164]
approaches, see Table 1.

Extract key H (X% X' X™) "

Features

(
| Image
|| Sequence information

FIGURE 8. General block diagram of tightly-coupled framework.

D. FILTER-BASED APPROACH

Filter-based approaches are among the earliest approaches
used to solve VIO and SLAM problems [149]. They consist
of two main parts: a prediction step and an update step.
Furthermore, they can be viewed as a maximum a poste-
rior (MAP) method, wherein measurements from propriocep-
tive (internal state) sensors, such as IMU sensors, are used
to compute the prior distribution of the platform pose, and
measurements from exteroceptive (external state) sensors,
e.g., cameras are used to build the likelihood distribution.
In filter-based visual-inertial odometry, the prior distribution
(dynamic model) of a vehicle is computed by using linear
and angular velocities measured from the IMU sensor. This
dynamic model is used in the prediction step to predict motion
of the vehicle. In addition, key information, such as features,
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or pixel intensities extracted from captured images are used as
a likelihood distribution (measurement model) to update the
predictions in the update step. Visual-inertial odometry based
on filtering framework can be classified into three categories:
extended Kalman filter (EKF) [151], multi-state constraint
Kalman filter (MSCKF) [77], [107], [149], and unscented
Kalman filter (UKF) [160], [163].

1) EXTENDED KALMAN FILTER
In nonlinear system (like an autonomous vehicle), an approx-
imate nonlinear filtering, such as an EKF, or a particle fil-
ter (PF), is used for fusion. An EKF is able to provide an
accurate estimate for Gaussian models with limited linearity.
On the other hand, a PF is appropriate approach for non-
Gaussian and nonlinear systems. However, in the robotics
filed, EKFs are used instead of PFs due to their computational
efficiency [18]. The EKF framework can be divided into three
main steps: state representation, building a measurement
model, and finally an update step [165]. Basically, an EKF
is a nonlinear version of the general Kalman filter (KF),
which performs a first-order linearization around the transi-
tion function at each time step. Typically, EKF based VIO
determines the position and orientation of a vehicle by deter-
mining state propagation from noisy IMU measurements, and
correlation from key information that extracted from images
captured by a single camera or multiple cameras mounted on
vehicle [129]. Although, EKF framework is one of the most
popular filtering strategies, it has some disadvantages. First,
the EKF is difficult to implement in practice. Second, it is not
a very reliable method for highly nonlinear systems [162].
In [151], an EKF-based monocular VIO approach is
presented. In this method, the innovation term or mea-
surement residual is composed of pixel intensity errors of
images. A robocentric representation approach is employed
to improve system consistency by estimating the location
of extracted features with respect to current camera posi-
tion, reducing the effect of nonlinearities significantly [166].
A limited number of features can be integrated into the
filter state, and therefore the feature management system
is based on heuristic methods and an adaptive Shi-Tomasi
corner detector [153] to keep the reliable features only. The
proposed system is able to run smoothly with 50 extracted
features. However, accuracy drops significantly when less
than 20 extracted features are integrated in the filter state.
On the other hand, increasing number of tracked features
leads to an increase in the complexity of EKF quadratically.
In [129], an EKF-based stereo VIO system based on both
point- and line-features is proposed. Line features are used
to improve system robustness in low-texture environment,
where detection of point features is challenging. In addition,
a lightweight filter-based framework is proposed to reduce
long-term drift without relying on more complex computa-
tional techniques, such as bundle adjustment. The framework
is formulated as an EKF update, in which the current slid-
ing window maintained by the filter is relocated to the past
keyframe to reduce accumulated drift.
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In [139], a VIO approach based on an iterated EKF (iIEKF)
framework with a fully robocentric formulation and pho-
tometric error model has been proposed. The iEKF frame-
work provides simultaneous landmark by iteratively update
the per-landmark, and thus provides a full state refinements.
In this approach, the local texture of a landmark is taken
into account. Therefore, non-corner shaped features, i.e., line
features can be extracted and tracked, improving system
robustness in challenging scenarios, such as low texture-
environments. A fully robocenteric formulation of the states
used to reduce observability and nonlinearity issues. The
innovation term is derived by projecting the patch into the
current image and thus calculating the photometric error
for every pixel in a patch. The computational complexity
is reduced by applying a QR-decomposition. In addition,
an intensity-based scoring technique has been used to select
landmarks to be tracked due to the iEKF’s limited scalability.
The quality score is calculated based on three sub-scores:
global quality, local quality, and local visibility.

2) MULTI-STATE CONSTRAINT KALMAN FILTER

The problem of EKFs is that they demand high computa-
tional power, and thus they are not suitable for resource-
constrained systems, such as drones. An N number of features
augmented into the state vector leads to a cubic computational
complexity in terms of the number of features: O(N3) [107].
In contrast, structureless methods, such as MSCKF can attain
better precision and consistency, due to its less strict prob-
abilistic assumption and delayed linearization [107]. More-
over, the MSCKF framework has complexity linear to the
number of landmarks because it marginalizes the 3D feature
positions out of the state vector [77]. Therefore, MSCKFs
ensure a good compromisation between computational cost
and precision.

In [77], an MSCKF-based monocular VIO system is pre-
sented. The measurement model exploits the geometric con-
straints that arise when a static feature is observed in more
than two images. Thus, the 3D feature positions are not
included in the filter state vector, which leads to compu-
tational complexity only linear to the number of extracted
features.

One of the main shortcomings of the conventional MSCKF
algorithm is that it has incorrect observability properties,
which leads to inconsistency in performance. The spurious
gain along the direction of unobservable subspaces leads to a
large error in estimation. To address this issue, the authors
in [130] extended the filter state and noise model from
the Euclidean space to Lie group SE(3). Unlike the con-
ventional MSCKEF, the observability matrix of the proposed
MSCKF-LG is independent of the estimated state. Therefore,
the MSCKF-LG algorithm is invariant to the linearization
errors, which improves consistency.

In [107], a modified MSCKF algorithm, i.e, MSCKF
2.0 is proposed, which improves consistency and accuracy.
In this algorithm, the Jacobian matrix is computed from the
first estimates of each state. Moreover, the camera-to-IMU
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transformation parameters are included in the filter state
vector to ensure correct observability properties. On the
other hand, in the conventional MSCKE, these transformation
parameters are assumed to be known. One main advantage
of the proposed algorithm is that it is capable of estimating
the IMU-to-camera parameters online using manual mea-
surements for initialization. Therefore, it can operate in an
unknown environment without prior knowledge of the map.

3) UNSCENTED KALMAN FILTER

The UKF is a Bayesian filter which uses a set of sigma
points to update the system states. These weighted sigma
points are derived from the prior distribution and lie on
the covariance contour in the state space. The mean and
covariance are determined by propagating weighted sigma
points through a nonlinear process [162]. The conventional
EKF accomplishes an analytical local linearization. On the
other hand, UKFs perform a statistical local linearization,
which leads to higher accuracy. Moreover, UKFs perform a
third order linearization [161]. Therefore, nonlinear systems
based on UKFs show superior performance compared with
EKF-based frameworks. Moreover, the UKF avoids comput-
ing the Jacobian matrix, which makes it derivative-free [142].
However, one main drawback of using the UKF frame-
work is that it requires more computational power, which
makes its implementation in resource-constrained systems
difficult.

In [160], the authors have proposed a power-on-and-go
localization system based on a UKF framework. The pro-
posed system is able to accurately calibrate the sensor-to-
senor transform in the field without relying on a known
calibration target. As part of the target-free calibration pro-
cedure, an approximate number of 50 features are selected
as point landmarks. These features are selected automatically
based on their distribution on the first image and the fre-
quency of their appearance in a 10 seconds window. In addi-
tion, the scale ambiguity of the monocular SfM is addressed
by fixing the directions to three highly distributed features
(anchors) selected in the first image. Furthermore, a pseudo-
measurements techniques, i.e., an unscented quaternion esti-
mator [167] is used to reduce the uncertainty associated with
each of the three features.

In [163], the author has utilized an epipolar constraint in
a UKF-based framework to estimate the pose of a MAV.
The epipolar constraint is deployed because it is easier to
accurately track features between two consecutive frames that
tacking features over an extended period of time. However,
this approach has three main drawbacks. First, the epipo-
lar constraint biases toward the center of tracked features
in images. To overcome this issue, the author proposes an
algorithm to compute deviations from the epipolar constraint.
Second, the scale ambiguity in monocular visual measure-
ments which makes it hard to distinguish between fast camera
movements and observing an object that is far away. The
author tackles this problem by using an air pressure sensor
to measure the airspeed of the MAV. Finally, to minimal the
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accumulative error, a minimal sampling rate of the image data
is used.

In [134], a UKF-based VIO system operating on the Lie
group SE(3) is proposed. A Lie group is a group that is
a smooth manifold, with the property that the composition
and inversion are smooth operations. The main source of
nonlinearity is the kinematics of rotation. Generally, the ori-
entation representation is modeled using Euler angles [168]
or Quaternions [138]. In this approach, the process model is
expressed on the SE(3) space to obtain a unique and global
representation of a rigid body pose. The IMU measurements
are used as control inputs, while the camera measurements
are used during the update step. Using the SE(3) represen-
tation causes some specific problems, e.g., tangent spaces in
a manifold cannot directly translated. Therefore, the authors
have proposed an algorithm based on the concept of parallel
transport to move the state covariance on the manifold and
handle the measurement update. Moreover, a noise model
based on the Lie algebra se(3) is used to keep a minimum
representation of the observed noise.

E. OPTIMIZATION-BASED APPROACH

Optimization-based approaches, also known as smoothing-
based approaches, estimate the pose by jointly optimizing key
information extracted from images and inertial measurements
from an IMU sensor. Therefore, they outperform filter-based
approaches in terms of accuracy [137]. However, carrying out
iterative minimization of a least square error function requires
more computational resources. These techniques can be
divided into three main categories: fixed-lag, full-smoothing,
and incremental-smoothing algorithms. Fixed-lag smoothing,
or online optimization, estimates all states within a given
time window and marginalizes old states in order to reduce
the computational complexity. However, marginalizing states
outside the estimation window leads to inconsistency in per-
formance [136]. Full smoothing, or batch optimization, esti-
mates the entire history of the states by solving a large number
of linear algebraic equations as a minimization problem [18].
Although batch-optimization frameworks have the highest
accuracy compared with other approaches, they become
infeasible for real-time applications because the trajectory
grows over time. Incremental smoothing leverages the com-
putational cost by identifying and updating only the variables
affected by the new measurements [148].

In [137], a fixed-lag optimization-based monocular VIO
system has been proposed. The fixed-lag framework only
optimizes recent observations and parameters, which leads to
a high computational cost reduction. A trade-off between the
estimation accuracy and computational cost can be achieved
by changing the window size. The proposed framework
directly optimizes the noisy inertial measurements and vision
data in a single cost function. The cost function consists
of the inconsistency in the IMU-to-camera transforms and
parameters, such as IMU biases, camera poses, and feature
positions. These parameters are incrementally updated as
more observations become available. Furthermore, a Harris
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corner detector is used with the KLT [169] for feature tracking
to reduce the computational cost, which makes the system
suitable for real-time applications.

In [164], the authors present a keyframe-based localization
algorithm based on batch-optimization framework. The cost
function composed of errors of the IMU sensor as well as the
3D landmarks and reprojection errors from stereo cameras.
Furthermore, a keyframe paradigm is employed and old states
are marginalized to reduce the computational cost. A frame is
selected as a keyframe, if the ratio between the area spanned
by matched points and the area spanned by all feature points
detected in an image is less than 60 percent. Moreover,
a customized multi-scale streaming SIMD extension (SSE)
optimized Harris corner detector is used to extract features.

One drawback of the batch-optimization framework is that
it requires processing of a large amount of data, making
it less suitable, even infeasible, for real-time optimization.
Moreover, the high rate of inertial measurements increases
the number of variables in the optimization which leads to
slow operation. To address these issues, in [136], the authors
proposed a VIO system based on an incremental-smoothing
framework and a preintegration theory. The preintegration
technique tackles the high rate of the IMU by combining
inertial measurements between two keyframes into a single
motion constraint. Often, new measurements have only a
local effect on the MAP estimate. Thus, the incremental-
smoothing framework leverages the computational complex-
ity by identifying and updating only the variables affected
by the new measurements. Moreover, a structureless model
is employed to avoid the delay of the vision data processing
during incremental smoothing by removing all 3D points
from the variables to be estimated.

XI1. DISCUSSION AND CONCLUSION

We introduced a comprehensive literature review of self-
contained localization approaches in GPS-denied environ-
ments. These approaches can be divided into five main
categories: wheel odometry, inertial odometry, visual odom-
etry, laser odometry, and radar odometry. Each of the men-
tioned approaches has some drawbacks that are mainly
evaluated under several conditions such as low-texture
environment, low lighting, shadow, scale ambiguity, and
drifting over time. Therefore, as discussed in the survey,
various combinations and fusions of these approaches have
been proposed, e.g., visual-laser odometry and visual-inertial
odometry.

Wheel odometry is one of the earliest self-contained local-
ization systems, which is used to estimate the position relative
to a starting point using wheel encoders. However, wheel
odometry suffers from some disadvantages, such as position
drift and inaccuracy on uneven terrain and slippery surfaces.
Moreover, it can only be used for ground platforms. Inertial
odometry tackles these drawbacks by estimating the position
and orientation of a vehicle using the measurements from an
accelerometer and a gyroscopic sensor. Inertial odometry still
suffers from a drifting issue because a constant error in the
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gyroscope or accelerometer leads to a quadratic error in the
velocity and a cubic error growth in the position.

Radar odometry uses an antenna to emit radio signals to
measure the velocity and range of objects around the vehicle.
The main advantages of a radar system is that it has a wide
range coverage and it is immune to environmental condi-
tions, e.g., cloudy weather, and can easily operate at night,
which makes it a suitable solution for outdoor applications.
However, it can only be used for object detection, since the
output resolution is not high enough for object identification.
LiDAR, on the other hand, emits laser pulses to detect the
objects in the environment. The main advantages of a LIDAR
system over a radar system are that LIDAR can detect small
objects using a short wavelength and can build an extract 3D
monochromatic image of the surrounding objects. However,
it has limitations concerning transparent objects (e.g. glass)
and challenging weather (e.g. dust, fog, rain, and snow).

Visual odometry estimates the position and orientation by
extracting key information from images. The key information
can be extracted using direct or indirect techniques. Although
visual odometry provides more precise estimation compared
with inertial and wheel odometries, it still suffers from some
drawbacks. These problems are mainly related to computa-
tional complexity and image conditions, such as low lighting,
shadow, and low texture environments. Furthermore, there
are drifting issues caused by error accumulation as visual
odometry is based on relative measurements.

Visual-inertial odometry has been proposed to tackle the
shortcomings of inertial and visual odometries. Basically,
VIO fuses the visual data captured by single or multiple
cameras with the inertial measurements provided by an IMU
sensor to determine the position and orientation of a vehi-
cle. The state-of-the-art VIO approaches can be categorized
as loosely-coupled and tightly-coupled. A loosely-coupled
approach is considered a black box and is usually composed
of two standalone pose estimators. The pose obtained by each
estimator is refined by fusing them in a delayed stage. One
main advantage of loosely-coupled approaches is that they
have a fixed dimension state space which bounds the compu-
tational load. However, they are suboptimal because the cor-
relation between the internal measurements and vision data is
disregarded. On the other hand, tightly-coupled approaches
leverage the complementary advantages of IMUs and cam-
eras by jointly fusing their data in an early stage, which leads
to more precise estimations. However, this process demands
more computational power.

Another way to categorize the VIO approaches is to con-
sider them either filter-based or optimization-based. Filter-
based approaches estimate the pose by building a filter on
the inertial measurements and key information extracted
from captured images. Improved computational efficiency
is achieved by delaying the interference processes to the
latest stage of the system and marginalizing the past
states from the filter. One main drawback of the marginal-
ization is that it leads to consistency issues. Moreover,
filter-based approaches produce suboptimal results due to
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TABLE 2. Comparison of common localization techniques in the state-of-the-art.

Real time Power accuracy Energy Robustness dimensions
GPS Soft low-power semi-accurate non-efficient high 2D
WO Hard low-power non-accurate efficient low 2D
10 Hard low-power non-accurate efficient high 3D
RO Hard low-power accurate efficient high 3D
VO Firm high-power accurate non-efficient low 3D
LO Hard high-power accurate non-efficient medium 3D
Filter-based VIO Firm high-power accurate non-efficient medium 3D
Optimization-based VIO Soft high-power accurate non-efficient medium 3D
Loosely-coupled VIO Firm high-power non-accurate non-efficient low 3D
Tightly-coupled VIO Soft high-power accurate non-efficient medium 3D

linearization errors. The EKF framework is one of the most
common filter-based frameworks which mainly consists of a
prediction step and an update step. The EKF approach per-
forms a first-order linearization around the current mean and
covariance at each time step. Therefore, the EKF is reliable
only for systems that have a Gaussian model with limited non-
linearity. Another problem of the EKF-based VIO systems is
that their computational complexity increases quadratically
with the number of tracked features integrated into the filter
state vector. This means in practice that accuracy of the EKF
approach is limited. For highly nonlinear systems, to achieve
better accuracy, the UKF framework should be used instead
of the EKF framework. Furthermore, the UKF approach is
suitable for applications that are composed of black box
models, since linearization is not required in the propagation
of the mean and covariance. In addition, computation of the
Jacobian matrices is not needed. However, a major drawback
of the UKF is that it demands more computational power
than the other filter-based frameworks. This indicates that
implementation of the UKF is very challenging in resource-
constrained systems, such as drones.

The MSCKF framework provides an alternative way to
fuse the visual and inertial measurements. It does this by con-
straining the measurements through a stochastically cloned
pose within a sliding window. The conventional MSCKF
suffers from inconsistent state estimation due to the spurious
gain along the direction of unobservable subspace. To tackle
this issue, various methods have been proposed. For instance,
including the camera-to-IMU parameters in filter state vec-
tor is a way to ensure the correct observability properties.
Another method is by exploiting the filter state and noise from
the rigid body motion on the Lie group (SE3) instead of the
Euclidean space, which makes the unobservable subspaces
invariant to the linearization error.

Optimization-based approaches use nonlinear optimiza-
tion to directly minimize the errors between the inte-
grated motion obtained from the inertial measurements and
camera motion estimated by classic reprojection error min-
imization. Optimization-based approaches can be catego-
rized into three main types: fixed-lag, full-smoothing, and
incremental-smoothing algorithms. Full smoothing outper-
forms filter-based approaches in terms of accuracy due
to its capability of linearizing the current and past states.
However, it includes heavy processing and is not therefore
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well-suited for resource-constrained systems. Computational
costs can be reduced, e.g, by using keyframes, sliding win-
dow, or incremental smoothing. In fixed-lag approaches,
an active window algorithm is used to marginalize the old
states, which bounds the computational complexity. How-
ever, marginalizing the old states introduces some issues,
such as sparsity, inconsistency, and linearization errors.
Finally, the incremental-smoothing framework addresses the
full-smoothing and fixed-lag issues by leveraging the advan-
tages of the factor graphs to maintain the sparsity level. Com-
putational complexity is reduced by updating only a small
subset of variables.

Odometry algorithms can be compared from different per-
spectives and by defining different evaluation metrics. The
evaluation metrics generally are determined based on the
expected goals of the algorithm in its use case and limitations
of the platform. Each odometry algorithm has its own pros
and cons w.r.t. the different evaluation metrics that make
the algorithm suitable for a specific use case. An overview
of the advantages and disadvantages of the most common
self-contained localization methods is shown in Table 2.
To illustrate a general comparison among different aspects of
the algorithms, we have categorized the algorithms indepen-
dently based on six evaluation metrics that are depicted in the
table and explained as follows:

The first metric is performance. It can be evaluated from
different aspects e.g., the order of execution, the amount of
data the algorithm needs, and different behaviors of the soft-
ware w.r.t. the platform. In this survey, to demonstrate a fair
and general performance evaluation for different algorithms,
we propose three performance categories for an algorithm:
hard real-time, firm real-time, and soft real-time, denoting
the capability of the algorithm to be used in hard, firm,
and soft real-time applications, independently of the platform
the algorithm is running on. Hard real-time applications are
those which have a strong timing constraint on the worst-
case execution time of the tasks. Such applications are very
common in mission-critical systems, where failure to meet
any deadline might result in loss of life or property. For
instance, an autonomous car is a hard real-time system, where
running software must not miss any deadline; failure to do so
might lead to an accident. Firm real-time applications provide
a degree of flexibility for their running tasks to miss some
deadlines, as long as the misses are adequately spaced w.r.t.
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each other, so that system failures are avoided. However,
the performance will degrade, if too many deadlines are
missed. For example, unmanned aerial vehicles (UAVs) can
use firm real-time algorithms, since the system can survive
infrequent task failures. On the other hand, many consecutive
deadlines misses could lead to unintended consequences such
as crashes. The tasks in soft real-time applications can be
executed without any strict deadlines. Such applications are
suitable for scenarios, where relatively wide gap can exist
between two consecutive executions of odometry.

The second metric is power efficiency for which we pro-
pose two categories: high-power demand and low-power
demand algorithms. High power demand algorithms require
power-hungry sensors and many computational resources
to process the sensory data. Low-power algorithms, on the
contrary, demand a relatively small amount of computational
resources and low power sensors and are suitable for a plat-
form that cannot provide a high level of instantaneous power.
Some constraints that directly affect the power resource of a
platform are the limited capability of the battery to provide the
needed power and the temperature limitations of the sensors
and processing units.

The third metric is energy efficiency for which we consider
two categories: energy-efficient and non-energy-efficient
algorithms. Here energy refers to the amount of odometry
energy consumed by the sensors and processing units. In gen-
eral, an energy-efficient algorithm requires less energy to
provide a given service. Energy efficient odometry techniques
are crucial for small and light-weight platforms, such as
MAVs and small robots, in which only low-capacity batter-
ies can be used. On the other hand, a non-energy-efficient
algorithm consumes more energy to provide a given service.
Such odometry methods are suitable for platforms such as
cars and vessels that can accommodate large-size batteries or
fuel systems capable of providing enough power.

The fourth metric is accuracy. We categorize the algorithms
into accurate, semi-accurate, and non-accurate algorithms.
An accurate method can precisely obtain the position and
orientation of a vehicle at any time the system is active. These
algorithms are suitable for platforms such as autonomous cars
and UAVs which require extremely high-resolution localiza-
tion within millimeters. Semi-accurate algorithms can pro-
vide an accurate pose estimation only for a short period of
time, since they are affected by the drift of sensory data over
time. Therefore, they are used in applications that require
short-term localization, e.g., MAVs which have an average
flight time of 15 minutes. Non-accurate algorithms fail to
determine the pose accurately during both short- and long-
term activity of the system, because they can only obtain the
position within a few centimeters and are heavily affected
by the sensor drift over time. They are reasonable for appli-
cations that do not require precise localization, such as
warehouse robots.

The fifth metric is robustness against the lack of illu-
mination and the environmental conditions (e.g., rain, fog,
dust, and snow). We identify three levels of robustness,
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i.e., high, medium, and low. High robust algorithms have
an stable outcome under certain amount of noise, for exam-
ple in different weather conditions, and therefore they are
more commonly used in outdoor applications. For exam-
ple, odometry based on IMU and radar systems is immune
to adverse lighting and weather conditions. The outcome
of algorithms with a medium level of robustness changes
based on the different environmental conditions. However
such fluctuation does not result in significant errors and is
therefore acceptable. For instance, in GPS systems, atmo-
spheric conditions affect the latency of the received signals
from satellites and might negatively affect the localization
process, but such errors are tolerable and in some cases the
error affects the performance by forcing the system to re-
calculate the pose (re-localization). Low robust algorithms
are typically using sensors, e.g., cameras, which require good
lighting conditions, performing poorly in bad weather con-
ditions. Techniques such as RANSAC have been used to
eliminate outliers from the estimation process, which may
have effect on computational complexity.

Finally, the sixth metric is the dimension of the calculated
pose that is the outcome of the algorithm and can be either 2D
or 3D. For instance, wheel odometry techniques can estimate
the linear displacement of the vehicle by counting the number
of revolutions of the wheels, which is 2D. GPS systems
are categorized also under the 2D type, since they can only
determine the planar motion of the platform, i.e., XYZ. Even
though vision sensors can be used to estimate the 3D pose,
i.e., translation and orientation of the platform, some methods
focus on providing solutions for constrained motion that can
be translation [170] or orientation [171]. Such approaches are
not suitable for aerial vehicles since those require algorithms
that can estimate the 6-DoF,! i.e., translation and orientation.

As can be seen in Table 2, except for GPS that needs a
connection to a satellite which is slow, all non-visual odome-
tries are hard real-time, since the amount of information to be
processed is not large. However, visual odometry, because of
the large amount of information the vision sensor provides,
is more accurate. Another issue is the energy consumption
which has a direct relationship with the amount of data. This
means that visual odometry, which demands heavy compu-
tations, is not energy efficient compared with the other tech-
niques, such as radar-based odometry. Except for radar-based
odometry and GPS, it can be seen that accuracy and robust-
ness have an inverse relationship, i.e., if one is high the other
is low. Another fact that can be extracted from the comparison
is the relationship between power efficiency, accuracy, and
performance. To achieve a more accurate estimation of the
pose, all information in the images needs to be fully utilized.
For example, increasing the number of extracted features
in the model results in a more accurate estimation of the
pose. Such processing of the data increases the computational

1t should be noted that six degrees of freedom (6-DoF) refers to the
freedom of movement of a rigid body in three-dimensional space which is
equivalent to 3D.
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complexity drastically, which prolongs the response time
of the odometry algorithm. This problem can be solved by
adding more computational resources, leading to a need for a
stronger power supply. This approach is well-suited for large
platforms, such as cars and vessels, that can have multiple
powerful CPUs and GPUs onboard. On the other hand, in low
power algorithms, a less amount of data is being analyzed.
This can be achieved by either using sensors that provide low
resolution data or processing a small portion of the collected

data,

potentially affecting the accuracy of the system. These

techniques are suitable for resource constrained platforms,

e.g.,

micro aerial vehicles (MAV), which cannot house a

powerful CPU or GPU onboard, but can tolerate some degree
of inaccuracy.
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